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Selective Audiovisual Semantic
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Selective Attention
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Pei Sun*

An audiovisual object may contain multiple semantic features, such as the gender and emotional
features of the speaker. Feature-selective attention and audiovisual semantic integration are two brain
functions involved in the recognition of audiovisual objects. Humans often selectively attend to one or
several features while ignoring the other features of an audiovisual object. Meanwhile, the human brain
integrates semantic information from the visual and auditory modalities. However, how these two brain
functions correlate with each other remains to be elucidated. In this functional magnetic resonance
imaging (fMRI) study, we explored the neural mechanism by which feature-selective attention
modulates audiovisual semantic integration. During the fMRI experiment, the subjects were presented
with visual-only, auditory-only, or audiovisual dynamical facial stimuli and performed several feature-
selective attention tasks. Our results revealed that a distribution of areas, including heteromodal areas
and brain areas encoding attended features, may be involved in audiovisual semantic integration.
Through feature-selective attention, the human brain may selectively integrate audiovisual semantic
information from attended features by enhancing functional connectivity and thus regulating
information fows from heteromodal areas to brain areas encoding the attended features.

* Anaudiovisual object in the real world may contain multiple semantic features, such as the gender and emotional
. features of a speaker's face and voice. During the recognition of an audiovisual object, the human brain integrates
- the semantic information from these features obtained by the visual and the auditory modalities, i.e., audiovis-
ual semantic integration may occur in the brain. Audiovisual integration facilitates rapid, robust and automatic
object perception and recognition'-3. Comparisons of visual-only and auditory-only stimuli have revealed that
congruent audiovisual stimuli lead to stronger neural responses than either type of stimulus alone in the posterior
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aspeci ¢ network in which the parietal and perhaps lateral frontal cortices appear to be optimally situated to
mediate the integration and attentional selection of motion information across modalities*2. In audiovisual face
perception, crossmodal attention in uences crossmodal binding during speech reading'®4,  us, attention and
audiovisual integration interact with each other in a sophisticated manner. However, feature-selective attention in
audiovisual conditions and the relationship between feature-selective attention and high-level audiovisual semantic
integration remain to be explored.

In a single (visual or auditory) modality, feature-selective attention may lead to selective processing of
the attended features of an object in the brain’%!>-'7, Nobre et al.® demonstrated that ERPs are modulated by
feature-selective attention and that irrelevant features are inhibited during the early stages of perceptual analysis
in humans. In monkeys, Mirabella et al.'” observed that neurons in visual area V4 exhibit selectivity to elemental
object features. Based on these studies that have employed unimodal stimuli, here we explore whether and how
a similar feature-selective attention mechanism in an audiovisual condition is involved in audiovisual semantic
integration.
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Figure 1. Experimental stimuli and time courses. (A) Four examples of audiovisual stimuli; the red numbers
indicate runs with the number task only. (B) Time course of a trial for the runs with the number task, in which
the stimuli included randomly presented numbers and videos/audios/movie clips. (C) Time course of a trial
for the runs with the gender, emotion, or bi-feature task. For both (B,C), the presentation of a stimulus (video/
audio/movie clip) lasted 1,400 ms and was repeated four times during the rst eight seconds in a trial. A visual
cue (“+") appeared at the 8th second and persisted for six seconds.

For each of the three runs with the number task, in addition to the corresponding audiovisual, visual-only, or
auditory-only facial stimuli from the movie clips, numbers in red appeared sequentially at the center of the screen
(see Fig. 1A). e subject’s task was to attend to the numbers instead of the other stimuli (see Table 1). We designed
adi cult number task for the subjects in which they were asked to nd and count the repeated numbers to ensure
that they fully ignored the features of the visual-only, auditory-only, or audiovisual facial stimuli.  erefore, the
subjects performed this task with low accuracy, as shown in Fig. S3. At the beginning of each block, there were four
seconds before the rst trial, and a short instruction in Chinese (see Table 1) was displayed on the screen in the

rst two seconds (the last two seconds were used to display numbers, as indicated below). At the beginning of each
trial, a visual-only, auditory-only or audiovisual facial stimulus was presented to the subject for 1,400 ms, followed
by a 600-ms blank period. is two-second cycle with the same stimulus was repeated four times, followed by a
six-second blank period.  erefore, one trial lasted 14 seconds. In addition to the above stimuli, eight numbers in
red appeared one by one at the center of the screen, each a random integer from 0 to 9. Each number lasted 900 ms,
and the interval between two subsequent numbers was 350ms. e rst number appeared 2 seconds before the
beginning of this trial. e subjects were asked to nd and count the repeated numbers. A er the stimulation, a

SCIENTIFIC REPORTS | 6:18914 | DOI: 10.1038/srep18914 3



www.nature.com/scientificreports/

xation cross appeared on the screen. e subjects then responded by pressing the right-hand keys according to

the instruction for this block (see Table 1). e xation cross changed color at the 12th second, indicating that the
next trial would begin shortly (see Fig. 1B). In total, a run lasted 1,350 seconds.

e procedure for the three runs with the gender/emotion task was similar to that for the runs with the number

task, except that no numbers appeared on the screen and the subjects performed a gender/emotion judgment task

(See Table 1). Speci cally, the subjects were asked to focus their attention on either the gender or the emotion of
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voxels, time series detrending, and normalization of the time series in each block to zero mean and unit vari-
ance. All preprocessing steps were performed using SPM82 and custom functions in MATLAB 7.4 (MathWorks,
Natick, Massachusetts, USA).

Univariate GLM analysis. is experiment included four experimental tasks (number, gender, emotion,
and bi-feature). For each experimental task, three runs corresponding to the visual-only, the auditory-only, and
the audiovisual stimulus conditions were performed. To con rm that audiovisual sensory integration occurred
for each experimental task and determine the heteromodal areas associated with audiovisual integration, we
performed voxel-wise group analysis of the fMRI data based on a mixed-e ect two-level GLM in SPM8. In par-
ticular, using the data from the three number runs, we performed GLM analysis to explore the audiovisual inte-
gration at the sensory level when the subjects fully ignored the visual-only, auditory-only, or audiovisual facial
stimuli while only attending to the numbers. e GLM analysis included the following data processing. e fMRI
data for each subject were subjected to a rst-level GLM, and the estimated beta coe cients across all subjects
were then combined and analyzed using a second-level GLM. e following statistical criterion was used to
determine brain areas for audiovisual sensory integration: [AV>max (A,V) (p < 0.05, FWE-corrected)] N [V>0
or A>0 (p < 0.05, uncorrected)]**624-27 where N denotes the intersection of two sets. For each subject, each
task, and each stimulus condition, we also computed the percent signal changes of the pSTS/MTG clusters via
region-of-interest (ROI)-based analysis (implemented by the MATLAB toolbox MarsBaR-0.43%). Speci cally,
we identi ed the clusters consisting of signi cantly activated voxels in the bilateral pSTS/MTG via group GLM
analysis as above. First, a GLM model was estimated from the mean BOLD signal of the clusters, and the per-
cent signal change in the clusters was then computed as the ratio between the maximum of the estimated event
response and the baseline.

MVPA procedure for the calculation of the reproducibility ratio and decoding accuracy. For
each subject, there were a total of 12 runs with four experimental tasks and three stimulus conditions. For each
run, we calculated a reproducibility ratio corresponding to the gender feature and one corresponding to the emo-
tion feature by applying an MVPA method to the fMRI data. e reproducibility ratio is an index that measures
the similarity of the neural activity patterns within a class (e.g., the male class in the gender dimension) and the
di erence in neural activity patterns between two classes (e.g., male vs. female in the gender dimension). e
higher the reproducibility ratio, the stronger the similarity of brain patterns within each class and the larger the
di erence between the two classes of brain patterns associated with the two gender or two emotion categories.
Using the fMRI data, we also decoded the gender and emotion categories of the stimuli perceived by the subject.

e neural representations of gender and emotion features were analyzed by comparing the reproducibility ratios
or decoding accuracy rates for di erent stimulus conditions (visual-only, auditory-only, and audiovisual) and
experimental tasks (number, gender, emotion, and bi-feature). In particular, the subjects only attended to the
numbers during the three number runs, but the MVVPA was based on the gender and emotion features of the
visual-only, auditory-only, or audiovisual facial stimuli. In this manner, we analyzed the neural representations
of gender and emotion features when none was attended. Below, we explain the MVPA procedure for gender
categories (the MVPA procedure for emotion categories was similar).

For each run, 10-fold cross-validation was performed for the calculations of the reproducibility ratio and
decoding accuracy corresponding to the two gender categories (refer to Fig. S1 in Supplemental Information).
Speci cally, the data from 80 trials were equally partitioned into 10 non-overlapping data sets. For the kth fold of
the cross-validation (k = 1, ..., 10), the kth data set (eight trials) was used for the test, and the other nine data
sets (72 trials) were used for voxel selection and classi er training. A er the 10-fold cross-validation, the average
reproducibility ratio and decoding accuracy rate were calculated across all folds. e data processing procedure
for the kth fold included the following:

1) Voxel selection based on the training data. ~ A spherical searchlight algorithm that was sequentially centered
at each voxel with a 3-mm radius searchlight highlighting 19 voxels was applied to the training data set for voxel
selection®. Within each searchlight corresponding to a voxel, we computed a Fisher ratio through Fisher linear
discriminant analysis, and this ratio indicated the level of discrimination between the two gender categories in the
local neighborhood of this voxel. A Fisher ratio map was thus obtained for the whole brain. K informative voxels
with the highest Fisher ratios were then selected (e.g., K= 1500 in this study).

2) Pattern extraction. Using the K selected voxels, we constructed a K-dimensional pattern vector for each trial
of the training data in which each element represented the mean BOLD response of a selected voxel from the 6th
to the 14th second of this trial (the last four volumes, to account for the delay in the hemodynamic response; each
trial lasted 14
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where 6, i is the angle between two pattern vectors P,
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Figure 2. Brain areas for audiovisual sensory integration that met the criterion [AV>max (A,V) (p < 0.05,
FWE-corrected)]N[V>0 or A>0 (p < 0.05, uncorrected)]. (A) No brain areas exhibited audiovisual sensory
integration for the number task. (B) Brain areas exhibiting audiovisual sensory integration for the gender task,
including thele pSTS/MTG (Talairach coordinates of the cluster center: (—57, —34, —5); cluster size: 76).

(C) Brain areas exhibiting audiovisual sensory integration for the emotion task, including the le pSTS/MTG
(cluster center: (—60, —40, 1); cluster size: 98) and the right pSTS/MTG (cluster center: (45, —34, 19); cluster
size: 13). (D) Brain areas exhibiting audiovisual sensory integration for the bi-feature task, including the le
pSTS/MTG (cluster center: (—54, —

di erentiated for di erent experimental tasks or di erent semantic features.  us, audiovisual sensory integration
rather than audiovisual semantic integration occurred in the identi ed heteromodal areas of the pSTS/MTG,
consistent with previous resultst?,

MVPA results of the reproducibility ratios and decoding accuracy rates.  Using an MVPA method,
for each of the 12 runs of the experiment with four attentional tasks and three stimulus conditions, we calculated
two reproducibility ratios corresponding to the gender categories (“male” vs. “female”) and the emotion catego-
ries (“crying” vs. “laughing”) of the stimuli respectively. Furthermore, each calculation of reproducibility ratio
was based on 1500 selected voxels (see Materials and Methods); the results of reproducibility ratios are shown in
Fig. 3. We also systematically varied the number of selected voxels from 25 to 1500 to calculate the reproducibility
ratios and obtained similar results (see Fig. S4).

For the reproducibility ratios of the gender/emotion categories, two-way repeated measures ANOVA revealed
signi cant main e ects of stimulus condition (gender categories: p < 107, F(2, 8) = 88.73; emotion categories:
p < 1016, F(2, 8) = 51.37) and experimental task (gender categories: p < 10~Y, F(3, 8) = 81.13; emotion categories:
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Figure 3. Reproducibility ratios (means and standard errors across all subjects) and the corresponding
comparison results. Le /Right: gender/emotion categories; the rst 3 rows: audiovisual, visual-only, and
auditory-only stimulus conditions, respectively; the 4th row: the reproducibility ratio in the audiovisual
condition minus the maximum of the reproducibility ratios in the visual-only and auditory-only conditions.
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p<10-Y, F(3, 8) = 68.26) (Fig. 3A—C,E-G). erewasalsoasigni cantinteractione ect between the two factors
of stimulus condition and experimental task (gender categories: p < 10-7, F(6, 8) = 30.07; emotion categories:
p < 1078, F(6, 8) = 10.05). Post hoc Bonferroni-corrected paired t-tests on the stimulus conditions revealed the
following: (i) for each task-relevant feature (gender categories with the gender or the bi-feature task, le panel of
Fig. 3; emotion categories with the emotion or the bi-feature task, right panel of Fig. 3), the reproducibility ratios
were signi cantly higher for the audiovisual stimulus condition than for the visual- or auditory-only stimulus
condition (all p < 0.001 corrected); and (ii) for each task-irrelevant feature (gender categories with the number or
the emotion task, le panel of Fig. 3; emotion categories with the number or the gender task, right panel of Fig. 3),
there were no signi cant di erences between the audiovisual and the visual-only or auditory-only stimulus con-
dition (all p > 0.05). Furthermore, post hoc Bonferroni-corrected paired t-tests on the experimental tasks revealed
that (i) in each of the audiovisual, visual-only and auditory-only stimulus conditions, the reproducibility ratios for
gender/emotion categories were signi cantly higher for each relevant task (gender categories: the gender or the
bi-feature task, le panel of Fig. 3; emotion categories: the emotion or the bi-feature task, right panel of Fig. 3) than
for each irrelevant task (gender categories: the number or the emotion task, le panel of Fig. 3; emotion categories:
the number or the gender task, right panel of Fig. 3) (all p < 0.05, corrected) and that (ii) in each of the audiovisual,
visual-only and auditory-only stimulus conditions, there were no signi cant di erences in the reproducibility
ratios for gender/emotion categories between two relevant tasks or between two irrelevant tasks (all p > 0.05).

For each run of the experiment, we further calculated the decoding accuracies of the gender categories (“male”
vs. “female”) and the emotion categories (“crying” vs. “laughing”) (see Materials and Methods), which are presented
inFig. S5. e decoding results also reveal the enhancement e ect produced by the audiovisual stimuli only for
task-relevant features (see Fig. S5).

When the brain is receiving both auditory and visual signals, more reproducible representations may be pro-
duced even if no audiovisual integration occurs. We thus conducted a control experiment that included an incon-
gruent audiovisual run for the gender task and one for the emotion task. e experimental procedure for each run
was similar to that of the congruent audiovisual run with gender/emotion task of the main experiment except that
the audiovisual stimuli were incongruent in the gender or emotion dimension. e experimental results demon-
strated that compared with the visual-only and auditory-only stimulus conditions, the incongruent audiovisual
stimuli did not enhance the neural representation of the attended features (see the control experiment in the
Supplemental Information for details).

MVPA results for informative voxels, cross-reproducibility ratios, and functional connectivity.
By applying an MVPA method to the data collected in the audiovisual condition with bi-feature task, we obtained
the informative voxels for gender/emotion category discrimination (see Materials and Methods). e distribu-
tions of these informative voxels are presented in Tables 2 and 3 for gender categories and emotion categories,
respectively.
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Right Precuneus 12 —50 52 0.087 23
Le Middle Frontal Gyrus —38 36 30 0.067 26
Right Middle Frontal Gyrus 40 27 43 0.084 32
Right Middle Temporal Gyrus 60 -21 —1032

(p<10~° F(2, 8) = 36.97 for gender categories; p < 107, F(2, 8) = 46.13 for emotion categories). Furthermore,
post hoc Bonferroni-corrected paired t-tests demonstrated that the cross-reproducibility ratios were signi cantly
higher for the relevant task than for the irrelevant tasks (gender categories: p < 0.001 corrected, t(8) = 16.23 for
gender task vs. number task; p < 0.001 corrected, t(8) = 15.49 for gender task vs. emotion task; emotion categories:
p < 0.001 corrected, t(8) = 16.05 for emotion task vs. number task; p < 0.001 corrected, t(8) = 14.36 for emotion
task vs. gender task) and that there was no signi cantdi erence between the number task and the irrelevant emo-
tion/gender task (all p > 0.05) (Fig. 4). Based on the set of informative voxels for the gender/emotion categories,
we also performed gender category and emotion category decoding for each of the audiovisual runs with number,
gender and emotion tasks; the corresponding cross-decoding accuracy rates are presented in Fig. S6. From Tables 2
and 3 and Figs 3 and S6, we can conclude the following: (i) the informative voxels in Table 2/Table 3 are involved
in the processing of the gender/emotion feature in the audiovisual conditions; (ii) the corresponding voxels in
Table 2/Table 3 are informative only when the gender/emotion feature is attended.

For the purpose of functional connectivity calculation, we selected four voxel clusters each with size 62 from the
heteromodal areas le  STS/MTG (cluster center: (—52 —22 8)), right STS/MTG (cluster center: (54 —18 9)), le
perirhinal cortex (cluster center: (—26, —20, —22)), and right perirhinal cortex (cluster center: (26, —18, —22)),
as described in the related references'®®2. For each of the audiovisual runs with number, gender and emotion tasks,
we calculated the functional connectivity with two directions between the heteromodal areas and the informative
brain areas in Table 2 (for gender categories) or Table 3 (for emotion categories) via Granger causality analysis at
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Gender task Number task Emotion task

(29) (25)

(40)

Figure 5. The functional connectivity between the heteromodal areas and the brain areas encoding the
gender feature (A) or the emotion feature (B). Green spheres: brain areas from Table 2 in (A) or Table 3in (B).
Magenta spheres: heteromodal areas. Yellow lines: connections from the heteromodal areas to the informative
brain areas. Blue lines: connections from the informative brain areas to the heteromodal areas. Purple lines:
connections with bi-direction. Numbers in brackets: total numbers of functional connections.

the group level (see Materials and Methods). As shown in Fig. 5, there were more functional connections from the
heteromodal areas to the brain areas encoding the gender/emotion feature (Table 2/Table 3) for the relevant task
(gender/emotion task) than for the irrelevant tasks (number and emotion/gender tasks). We thus observed that
in the audiovisual condition, feature-selective attention enhanced the functional connectivity and thus regulated
the information ows from the heteromodal areas to the brain areas encoding the attended feature. Furthermore,
this enhancement of the functional connectivity may imply that both the heteromodal areas and the brain areas
encoding the attended feature are involved in audiovisual semantic integration.

Discussion. In the present study, we explored the neural modulation of audiovisual semantic integration
by feature-selective attention. During the fMRI experiment, the subjects were instructed to neglect all features,
attend to a single feature (gender or emotion), or simultaneously attend to two features (both gender and emo-
tion) of a series of facial movie clips in the visual-only, auditory-only and audiovisual stimulus conditions. To
assess the semantic information of a feature encoded in the brain, we calculated a reproducibility ratio for each
feature, experimental task and stimulus condition by applying an MVVPA method to the fMRI data, and we further
analyzed the functional connectivity between the brain areas encoding the semantic feature and the heteromodal
areas. Our results suggested that in the audiovisual condition, feature-selective attention may function as a pre-
requisite for the audiovisual semantic integration of a feature and that the human brain might selectively integrate
the semantic information of the attended feature by enhancing the functional connectivity and thus in uencing
the information ows from the heteromodal areas to the brain areas encoding the feature. Furthermore, the
reproducibility ratio may serve as an index for evaluating the audiovisual semantic integration of a feature.

Feature-selective attention: enhancing the neural representations of the attended features in
the audiovisual condition. Considering the audiovisual conditions with number, gender, emotion, and
bi-feature tasks, we observed that the reproducibility ratios and decoding accuracy rates were higher for the
attended features than for unattended features (Figs 3 and 4, S4-S6). s result indicates that feature-selective
attention enhanced the neural representations of the attended features and thus increased both the similarity of
the neural activity patterns within a class (e.g., male or female class) and the di erence between the two classes of
the neural activity patterns (e.g., male vs. female). To focus on relevant information and ignore what is irrelevant,
the human brain is equipped with a selection mechanism accomplished by the cognitive function of attention®,
Speci cally, in the visual-only or auditory-only condition, the brain selectively processes one or several features
via feature-selective attention”-%15-17_Qur results revealed that in the audiovisual condition, the feature-selective
attention mechanism still permits selective processing of the attended features. In contrast to the visual-only
or auditory-only condition, feature-selective attention in the audiovisual condition selectively enhanced the
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functional connectivity from the heteromodal areas and the brain areas encoding the attended feature (Fig. 5).
is enhancement modulated the corresponding information ows and played an important role in achieving the
enhancement of neural representations of the attended features in the audiovisual condition.

Feature-selective attention: a prerequisite for the audiovisual integration of a semantic feature.
First, our data analysis results for the experimental runs with the number task supported the conclusion that
feature-selective attention is a prerequisite for the audiovisual integration of a semantic feature. As shown in
Fig. 2 (A,E), when none of the features of the audiovisual stimuli were attended, audiovisual sensory integra-
tion was not observed, not to mention higher level audiovisual semantic integration. Second, using the data for
the audiovisual run with the bi-feature task, we separately localized the brain areas associated with the gender
and emotion category di erentiations (Tables 2 and 3, respectively). Previous studies have demonstrated that
some of the selected brain areas, speci cally the STS and the fusiform gyrus, are involved in facial informa-
tion processing®-%. For each of the audiovisual runs with the number, gender and emotion tasks, we calculated
cross-reproducibility ratios and cross-decoding accuracy rates for the gender and emotion features using the
selected voxels in Tables 2 and 3. We thus demonstrated that these voxels encoded the semantic information of a
feature (gender or emotion) only when the feature was attended (Figs 4 and S6). A distributed network including
the dorsal medial superior temporal and ventral intraparietal areas is involved in the multisensory integration of
visual and vestibular information. Accordingly, we infer that the audiovisual semantic integration correspond-
ing to a feature might be accomplished by a distributed network including the heteromodal areas and the brain
areas encoding the feature (Fig. 5). When a feature of an audiovisual object is not attended, our results indicate
that the corresponding informative brain areas are not involved in the processing of this feature (Figs 4 and S6),
potentially inhibiting the audiovisual semantic integration for this unattended feature.

Feature-selective audiovisual semantic integration. In this study, from the perspectives of neural
information encoding and functional connectivity, we demonstrated the modulation e ects of feature-selective
attention on audiovisual semantic integration. Speci cally, when one or two features of the audiovisual objects
were attended, the enhancement of the neural response level in the heteromodal areas of the pSTS/MTG indi-
cated the occurrence of audiovisual sensory integration (Fig. 2B—D,F—H), providing the basis for the audiovis-
ual semantic integration corresponding to the attended features. MVPA analysis demonstrated that for only
the attended features, the semantic information encoded in the brain was improved by the audiovisual stimuli
compared with the visual-only and the auditory-only stimuli (Figs 3, S4, and S5). We previously considered the
case in which a single feature of the stimuli was attended??, as in the experiment with the gender and emotion
tasks in this study. Compared with the visual-only and auditory-only stimulus conditions, we observed that the
congruent audiovisual stimuli enhanced the neural representation of the attended features. However, how this
enhancement is implemented in the brain remains unclear. In this study, we extended this conclusion for the cases
in which none of the features was attended or more than one feature of the stimulus was attended. Furthermore,
the Granger causal connectivity analysis indicated that not only the heteromodal areas but also the brain areas
encoding the attended features may be involved in the audiovisual semantic integration. In the audiovisual con-
dition, feature-selective attention enhanced/reduced the functional connectivity from the heteromodal areas and
the brain areas encoding the attended/unattended feature (Fig. 5) and therefore modulated the information ows
among these areas.  is modulation may be responsible for the enhancement of the semantic information of the
attended features by the audiovisual stimuli.  rough this modulation of feature-selective attention, the human
brain may selectively integrate the semantic information for the attended features of the audiovisual facial stimuli.
By contrast, for the unattended features, the corresponding audiovisual semantic integration was inhibited.

Reproducibility ratio: an index for the audiovisual semantic integration of a feature. To form
high-level conceptual representations of the semantic features of an audiovisual object, the brain performs audiovisual
semantic integration, which may be based on audiovisual integration at the sensory level'°. Numerous neuroimaging
and electrophysiological studies have demonstrated that congruent audiovisual stimuli can enhance neural activities,
e.g., in the bilateral superior temporal gyrus (STG)*-2, Conversely, in the audiovisual condition, the enhancement of
brain activities in heteromodal areas such as the pSTS/MTG may serve as an indicator of audiovisual sensory integra-
tion*?+-%6, Regarding audiovisual semantic integration, numerous studies have discussed the in uences of semantic
factors on audiovisual integration (see reference*® and the references therein). However, no studies have addressed
thedi erentiation of the e ects of audiovisual semantic integration for di erent semantic features.  edi culty may
lie in the assessment of the integrated and unintegrated information contained in the brain signals. In this study, we
observed that the audiovisual semantic integration e ects associated with di erent feature-selective attention tasks
could notbe di erentiated based on the levels of neural activities in the pSTS/MTG (see Resultsand Fig. 2).  is result
is consistent with the function of the pSTS/MTG as a presemantic, heteromodal region for crossmodal perceptual
features'®. MVPA approaches open the possibility of separating and localizing spatially distributed patterns, which
generally are too weak to be detected by univariate methods such as GLM?4:43, Using an MVPA method, we calcu-
lated a reproducibility ratio corresponding to a feature to assess the semantic information encoded in the brain; the
corresponding semantic information was enhanced only for the attended features when the audiovisual stimulus con-
dition was compared with the visual-only and auditory-only stimulus conditions (Figs 3, S4 and S5). We thus observed
thedi erentiale ects of audiovisual semantic integration for the attended and unattended features. Furthermore, the
reproducibility ratio might be used as an index for evaluating the audiovisual semantic integration of a feature.
Finally, we describe several limitations of this study to illustrate future directions. First, we employed a relatively
complex experimental design, which led to the collection of large amounts of data. For each subject, the collection
of the functional and structural MRI data lasted about six hours, not including preparation time. Because of the
di culty in data collection, we used a relatively small number of subjects. But statistically signi cant experimental
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results were still obtained. Second, only visual-only, auditory-only and audiovisual facial stimuli were considered
in this study. In the future, we must simplify our experimental design, increase the number of subjects, and further
consider non-facial stimuli to extend our conclusions.
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