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et al., 2015; Motala et al., 2018). These studies suggest that
they may originate from a unified adaptation mechanism. This
idea has been further supported by a recent study that found
that adaptation to a given rate of the rhythm strongly influ-
enced the perceived duration of a single empty or filled inter-
val (Motala, Heron, McGraw, Roach, & Whitaker, 2020).
However, a growing body of evidence suggests that there
are separate mechanisms for duration and rhythm perception
(Johnston, Arnold, & Nishida, 2006; Pariyadath & Eagleman,
2007). For example, Pariyadath and Eagleman (2007) have
found that when streams of stimuli were presented, the dura-
tion of an oddball stimulus was perceived to last longer, while
the perceived rate of an auditory beep or visual flicker was
unchanged by the oddball status. Moreover, fMRI studies
have found distinct neural substrates of duration-based and
beat-based timing (Grube, Cooper, Chinnery, & Griffiths,
2010; Teki, Grube, Kumar, & Griffiths, 2011). How the brain
processes the rhythm information is, however, still debated.

Unlike the single duration, a rhythm is usually constructed
from sets of several intervals. We not only perceive the rate of
the rhythm, but also the tempo changes of the rhythm, which
commonly take place in our environment, and play a critical
role in interpretation of the rhythm structure, as well as the
apparent duration of a sensory event (Binetti, Lecce, &
Doricchi, 2012; Horr & Di Luca, 2015; Matthews, 2011,
2013). However, although previous studies have9 0 T15.000610 T15.000610 T15297.10079389A.0006107(ta)18.39he.1381 -1TD
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clearly accelerating (first/second interval: 710/310 ms) or de-
celerating (first/second interval: 310/710 ms) adapting rhythm
was repeated 80 times with an inter-rhythm interval (IRI) of
1,500–2,000 ms (Fig. 1B). Thus, the mean adapting frequency
was about 1.08 Hz. In each top-up/test trial, one of seven test
rhythms (first/second interval: 420/600, 450/570, 480/540,
510/510, 540/480, 570/450, and 600/420 ms) was presented
randomly following a top-up adaptation period, where four
top-up rhythms that were the same as the adapting rhythms
in the initial adaptation phase were presented. After the test
rhythm disappeared, participants were asked to indicate
whether the test rhythm was accelerating or decelerating by
pressing one of two labeled keys on a QWERTY keyboard
(the “F” and “J” keys were used). The response mapping was
counterbalanced across participants. During the entire block,
participants were asked to stare at the fixation on the screen.
The color of the fixation was always blue except during the
IRI between the last top-up rhythm and the test rhythm. The
color pattern was blue (500–750 ms) – red (500 ms) – blue
(500–750 ms) during this period. This was to remind partici-
pants that the response period would begin shortly. There
were two adaptation conditions: “adapt to accelerating
rhythm” (AA) and “adapt to decelerating rhythm” (AD).
Thus, for each adaptation condition, participants completed
two blocks of 35 test trials with five trials for each of the test
rhythms. Both the order of trials in each block and the order of
blocks were selected randomly. After each block, participants
took a break of at least 3 min to wash out any potential carry-
over effect between blocks. Moreover, a baseline (BA) per-
formance was collected before the adaptation blocks. That is,
participants completed a pretest block of 70 trials, which were
similar to these in the adaptation blocks except that there was
no adaptation phase and no top-up adaptation period. The total
experiment lasted approximately 80 min.

Measurements

In Experiment 1, for each participant, the proportion of “ac-
celerating” responses to the test rhythms for each condition
was plotted as a function of the difference between first and
second intervals (FSD: 0, ± 60, ± 120, ± 180) and fitted with a
logistic function (Fig. 2A): y ¼ 1

1þe�
x�x0ð Þ
b

, where x0 is the FSD

corresponding to the point of subjective isochronism (PSI;
50% response level on the psychometric function) and b pro-
vides an estimate of the rhythm discrimination threshold (DT;
approximately half the offset between the 27% and 73% re-
sponse levels). The PSI refers to the relative point in the FSD
where participants were equally likely to classify the test
rhythm as “accelerating” or “decelerating.” The DT was taken
as a measure of participants’ sensitivity at judging the direc-
tion of tempo change. The PSI and DT values were obtained
for all observers in all of the conditions, and were analyzed
with the repeated-measures analysis of variance (ANOVA),
respectively. Bonferroni post hoc tests were used if the
ANOVA was significant. Moreover, to examine the robust-
ness of statistical comparisons, we computed the 95% confi-
dence interval (CI) for each comparison using a bootstrapping
procedure based on 1,000 iterations. All tests were two-tailed.

Results and discussion

A repeated-measures ANOVA on the PSI showed that the
main effect of adaptation was significant (F(2, 26) =
10.591, p < 0.001, ηp

2 = 0.449; Figs. 2B and S2A).
Bonferroni post hoc tests demonstrated that the PSI in the
AD condition was significantly smaller than the PSIs in
AA (p < 0.001, Cohen’s d = -1.409; 95% CI [−85.31,
−42.40], p = 0.001) and BA (p = 0.017, Cohen’s d = -

Fig. 1 (A) Schematic diagram of the auditory rhythm, which was
composed of a three-beat auditory sequence. (B) Schematic illustration
of the two adaptation blocks (AA: adapt to accelerating rhythm; AD:

adapt to decelerating rhythm), each of which began with the initial adap-
tation phase followed by top-up/test trials
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0.881; 95% CI [-90.55, −26.83], p = 0.021) conditions.
However, there was no significant difference on the PSIs
between AA and BA conditions (p = 1.000, Cohen’s d =
0.091; 95% CI [-24.42, 31.92], p = 0.755). Moreover, the
repeated-measures ANOVA on the DT showed that the
main effect of adaptation was not significant (F(2, 26) =
1.835, p = 0.180, ηp

2 = 0.124), which suggests partici-
pants’ rhythm discrimination sensitivity was not affected
by the rhythm adaptation. In sum, Experiment 1 found that
only adaptation to the decelerating rhythm modulated sub-
sequent rhythm perception. That is, after adaptation to a
decelerating rhythm, participants tended to judge the sub-
sequent isochronous rhythm as accelerating.

Experiment 2

The tempo change discrimination task used in Experiment
1 was based on the comparative judgment and could be
confounded by the decision bias (Schneider & Komlos,
2008). It is unclear whether the adaptation effect observed
in Experiment 1 originated at a perceptual level of infor-
mation processing or at a decisional level. Therefore, in
Experiment 2, we attempted to replicate the aftereffect
from Experiment 1 using an equality judgment task –
the rhythmic isochronism judgment task, which is less
vulnerable to decision bias (Schneider & Komlos, 2008).
In this task, participants were asked to judge whether the
test rhythm was “isochronous” or “anisochronous.” If the
aftereffect observed in Experiment 1 emerged from
nondecisional processes, it should also be observed in
the rhythmic isochronism judgment task.

Method

Participants

Sixteen volunteers (ten female; mean age: 18.4 ± 0.7 years)
participated in Experiment 2. They were naïve to the purpose
of the experiment. All but one of the participants were right-
handed and they had normal or corrected-to-normal vision and
normal hearing. All of them provided informed consent before
the experiment and were paid for their time.

Apparatus, stimuli, and procedure

The apparatus, stimuli, and procedure were identical to those
in Experiment 1 except that participants had to judge whether
the test rhythm was“isochronous” or “anisochronous” once
the test rhythm was disappeared.

Measurements

The proportion of “isochronous” responses to the test rhythms
for each condition for each participant was plotted as a function

of the FSD and fitted with a Gaussian function (Fig. 3A): y ¼ a

e�
x�uð Þ2
2σ2 , where u is the FSD corresponding to the point of sub-

jective isochronism (PSI; the mean of the Gaussian distribution)
and σ provides an estimate of the rhythm discrimination thresh-
old (DT; the standard deviation of the Gaussian function). Here,
the PSI refers to the relative point in the FSD where the test
rhythm was most likely to be perceived as isochronous, and the
DT was taken as a measure of participants’ sensitivity at judging
isochronism. In this way, the PSI and DT values were obtained
for all observers in all of the conditions.

Fig. 2 Results of Experiment 1. (A) Psychometric functions (averaged
across 14 participants) showing the proportion of “accelerating”
responses to the test rhythms, which was fitted with a logistic function
of the difference between the first and second intervals (FSD) in each

condition (BA: baseline without adaptation; AA: adapt to accelerating
rhythm; AD: adapt to decelerating rhythm). (B) Points of subjective iso-
chronism (PSIs) in the three conditions. Error bars represent standard
errors in each condition. * p < 0.05, *** p < 0.001
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Results and discussion

As in Experiment 1, a repeated-measures ANOVA was per-
formed on the PSI (Figs. 3B and S2B). The main effect of
adaptation was significant (F(2, 30) = 8.063, p = 0.002, ηp

2 =
0.350). Specifically, the PSI in the AD condition was signif-
icantly larger than the PSIs in AA (p = 0.031, Cohen’s d =
0.732; 95% CI [7.27, 35.14], p = 0.018) and BA (p = 0.004,
Cohen’s d = 0.980; 95% CI [12.66, 34.57], p = 0.003) condi-
tions. However, there was no significant difference on the
PSIs between the AA and BA conditions (p = 1.000,
Cohen’s d = 0.074; 95% CI [-9.78, 12.99], p = 0.771). We
also found that the main effect of adaptation on the DT was
significant (F(2, 30) = 8.356, p = 0.001, ηp

2 = 0.358). That is,
the DT in the AA condition was significantly larger than that
in the BA condition (p = 0.004, Cohen’s d = 0.985; 95% CI
[10.27, 31.67], p = 0.002). However, there were no significant
differences on the DTs between the AA and AD conditions (p
= 0.130, Cohen’s d = 0.552; 95% CI [1.55, 20.63], p = 0.059),
and between the AD and BA conditions (p = 0.195, Cohen’s d
= 0.498; 95% CI [0.36, 23.37], p = 0.100). These results
provide further evidence of the aftereffect resulting from ad-
aptation to the decelerating rhythm, suggesting it emerges on a
perception level rather than on a decisional level.

Experiment 3

Previous studies have suggested that both the duration after-
effect and the rhythm aftereffect are sensory-specific, indicat-
ing there are independent timing mechanisms for different
modalities (Becker & Rasmussen, 2007; Heron et al., 2012).
Thus, it is possible that the aftereffect observed in
Experiments 1 and 2 also involves the sensory-specific timing

mechanism. To test this possibility, in Experiment 3 we pre-
sented auditory adapting rhythms and determined whether
they would influence the perception of rhythm from another
sense – visual rhythm.

Method

Participants

Participants were 16 new volunteers (ten female; mean age:
19.1 ± 0.9 years) who were naïve to the experimental condi-
tions. All participants were right-handed and had normal or
corrected-to-normal vision and normal hearing. All of them
provided informed consent before the experiment and were
paid for their time.

Apparatus, stimuli, and procedure

The apparatus, stimuli, and procedure of Experiment 3 were
identical to those in Experiment 1, with the following excep-
tions. The test rhythms were presented visually. Specifically,
the test rhythms were composed of a single white disc (0.8° ×
0.8°, 20 ms) that blinked on and off three times and was
located at 0.8° of the upper of the central fixation cross.
Since studies have suggested the inferior visual (vs. auditory)
performance in temporal processing (Goldstone & Lhamon,
1972, 1974; Grondin, Meilleur-Wells, Ouellette, & Macar,
1998; Ulrich, Nitschke, & Rammsayer, 2006), to match the
difficulty of the visual rhythm perception to the auditory
rhythm perception, we used seven visual test rhythms (first/
second intervals: 400/640, 440/600, 480/560, 520/520, 560/
480, 600/440, and 640/400 ms) with larger FSDs (0, ± 80, ±
160, ± 240) than those in Experiments 1 and 2. All visual

Fig. 3 Results of Experiment 2. (A) Psychometric functions (averaged
across 16 participants) showing the proportion of “isochronous”



rhythms were present on the CRT monitor (85-Hz refresh rate,
1,600 × 1,200 pixels) with a gray background.

Measurements

As in Experiment 1, for each participant, the proportion of
“accelerating” responses to the test rhythms for each condition
was plotted as a function of the FSD (0, ± 80, ± 160, ± 240)
and fitted with the logistic function (Fig. 4A). The data from
two participants in Experiment 3 were excluded from further
analyses due to their improper performance according to the
fitting coefficient (R2 < 0.6). The PSI and DT values were
calculated for the remaining 14 participants for each
condition.

Results and discussion

The results of the repeated-measures ANOVA showed that
there were no significant main effects of adaptation on the
PSI (F(2, 26) = 0.304, p = 0.740, ηp

2 = 0.023; Figs. 4B and
S2C) and DT (F(2, 26) = 0.991, p = 0.385, ηp

2 = 0.071). To
test whether the lack of the adaptation effect was due to the
visual rhythm perception itself, we investigated the rhythm
aftereffect within the visual modality in a control experiment
(see the Online Supplementary Material (OSM) for detail).
The results showed that adaptation to the visual rhythm mod-
ulated subsequent visual rhythm perception (Fig. S1, OSM).
Moreover, a comparison across experiments showed that the
rhythm aftereffect within the visual modality (control experi-
ment) was comparable to that within the auditory modality
(Experiment 1). This rules out the possibility that the lack of
the rhythm aftereffect in Experiment 3 was due to the visual
rhythm perception itself. These results demonstrated that the
adaptation effect on subsequent rhythm perception could not

transfer to an unadapted modality, suggesting the modality
specificity of the rhythm aftereffect.

General discussion

In the present study, we investigated the effect of adaptation to
the accelerating or decelerating rhythm on subsequent rhythm
perception. We found a rhythm aftereffect specific to the de-
celerating rhythm adaptation. That is, after adaptation to the
decelerating rhythm, participants tended to perceive subse-
quent isochronous rhythm as accelerating.

We observed the rhythm aftereffect not only in the direc-
tion of the tempo change judgment task, but also in the rhyth-
mic isochronism judgment task. Previous research has sug-
gested that comparative judgments tend to be influenced by
decision biases, whereas equality judgments should not
(Birngruber, Schröter, & Ulrich, 2014; Schneider & Komlos,
2008; Valsecchi, Vescovi, & Turatto, 2010). Accordingly, our
results suggest the rhythm aftereffect is of perceptual origin.
Moreover, the participants’ rhythm discrimination threshold
(i.e., DT) was not significantly different between the deceler-
ating rhythm adaptation and no-adaptation conditions. It fur-
ther suggests that the rhythm aftereffect cannot result from the
change in the task difficulty after adaptation.

Previous studies have investigated the isochronous rhythm
adaptation and found a bi-directional negative rhythm afteref-
fect (Becker & Rasmussen, 2007; Levitan et al., 2015; Motala
et al., 2018). It has been suggested that this rhythm aftereffect
arises from the adaptation of the duration-tuned neurons:
prolonged exposure to a fast (slow) train of beats (shorter
(longer) interval between beats) diminished the response of
neurons tuned to the fast (slow) beats, so that the overall out-
put from the bank of duration-tuned neurons would be shifted
towards the slow (fast) end of the spectrum, given the

Fig. 4 Results of Experiment 3. (A) Psychometric functions (averaged
across 14 participants) showing the proportion of “accelerating”
responses to the visual test rhythms, which was fitted with the logistic
function of the difference between the first and second intervals (FSD) in

each condition (BA: baseline without adaptation; AA: adapt to accelerat-
ing rhythm; AD: adapt to decelerating rhythm). (B) Points of subjective
isochronism (PSIs) in the three conditions. Error bars represent standard
errors in each condition
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suppressed firing rate of the adapted neurons responsible for
coding fast (slow) temporal duration (Becker & Rasmussen,
2007). This idea is identical to the duration channel-based
model (Heron et al., 2012), and consistent with the neurophys-
iological findings, which show the sub-second duration-tuned
neurons in the nervous systems of animals (Casseday et al.,
1994; Duysens et al., 1996; Faure et al., 2003) and human
beings (Harvey et al., 2020; Hayashi et al., 2015; Hayashi
and Ivry, 2020; Protopapa et al., 2019). From this perspective,



and preferred tempo. Although tempos used here are represen-
tative, it’s worth thinking about whether the rhythm aftereffect
could be observed with faster or slower tempos. Previous
studies have found that duration adaptation occurred not only
for sub-second durations, but also for supra-second durations
and across sub- and supra-second durations (Li, Xiao, Yin,
Liu, & Huang, 2017; Shima, Murai, Hashimoto, &
Yotsumoto, 2016). Given that the present study implies a uni-
fied timing mechanism for duration and rhythm perception, it
is possible that similar rhythm aftereffects will be found with
faster or slower tempos. This hypothesis should be addressed
in the future.

In sum, we have demonstrated that adaptation to a decel-
erating rhythm induced a rhythm aftereffect, which is modal-
ity-specific. This aftereffect is consistent with the temporal
order contingent duration aftereffect. The present results offer
further evidence that rhythm perception is the perceptual ag-
gregate of its component duration intervals, and contribute to
our understanding of rhythm perception.
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